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AbstrAct

FIR filter bank play a vital role in any signal processing systems. The FIR filter is 
used to implement any frequency response digitally. Usually, the FIR filters contain 
multipliers, adders and many delays. As we know, the number of MAC operations 
(multiply and accumulate) makes the FIR filter less efficient and increases hardware 
complexity. So in this project, we included DA (Distributed Arithmetic) architecture 
in designing the efficient adaptive FIR filter. The pipelined Distributive Arithmetic 
architecture provides less power, less area and high values of throughput in creating 
an adaptive FIR filter. These are used in Echo cancellations, Radio channel equalizers 
and speech coding. DA architecture also helps in improving the processing speed of 
the FIR filter by eliminating the number of multipliers. A reconfigurable filter design 
can be achieved with the help of this Distributive Arithmetic architecture. Here the 
sum of the partial products which is pipelined is passed as the input values, and it is 
stored in the LUT (lookup tables) of the distributive architecture. By replacing the 
adder of the shift accumulation unit with a carry-save adder, the area of the proposed 
design is reduced. By placing the ripple carry adder, the size and delay are reduced to 
a further extent. Here we will use the Xilinx ISE tool to verify the simulation result, 
area required and time consumed.
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IntroductIon

Filtering is required to enhance, adjust, or modify digital 
signal processing (DSP). They help in removing the noise 
from the signals.[1-15] The Adaptive FIR filters are one 
of them, which are used in many signal applications. 
These filters are commonly used in image processing to 
enhance the image or restore the data by significantly 
removing noise. This adaptive filter keeps on updating 
the filter values as it proceeds. It tries to remove or 
minimize the error between the input and the output 
by finding the difference between the musing error 
functions. These filters provide the linear model, inverse 
model of the unknown system and predict the present 
value of the random signal.[16-25] They can be designed 
as FIR or IIR filters. The adaptive FIR is more preferred 
because of its stability and easy updating of the filter  
coefficients.
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The adaptive filter is used in systems that deal with 
random statistics, for example, noise. In many applications 
such as telecommunications, radars, sonar, audio signals 
etc., an adaptive filter can cancel or equalize noise. The 
basic understanding of Adaptive filters is they try to 
equalize the random noise; if it can’t equalize, they try 
to track the random statistics.[26-35] As noise is randomly 
occurred the coefficients change randomly, which results 
in increased complexity of the task for the filters. Some of 
the commonly used Adaptive filters are LMS and RLS. The 
LMS adaptive filters are preferred because of their system 
stability. LMS has a simple design and good convergence 
performance when compared to RLS.[36-43] [36]-[43].

The Finite Impulse Response is a digital filter that is the 
most frequently used component in many signal and image 
processing applications. FIR filter, which has the minimum 
time delay, gives a better response when compared with 
others. Area utilization and time delay are two crucial 
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factors for designing any filter. By determining suitable 
architecture, these factors can be reduced.[44]

Adaptive filters are usually designed and implemented 
using multipliers, memories and adders. The adaptive 
filters have more hardware complexity because the 
multipliers take more area and power. We can reduce this 
complexity by designing it in multiplier-less architectures. 
So we can use Distributed arithmetic architecture which 
is a multiplier-less design architecture used to reduce the 
hardware complexity because of its area efficiency and less 
computing time. It is used to calculate the sum of products 
and occupies less area in many DSP applications when the 
order of filter increases. Distributive Architecture can 
compute using the bit-serial operation. Here lookup table 
(LUT) is used for updating the coefficients and performs 
the shifting operation to get the output calculations.  High 
throughput is achieved by LUT because it is used in filtering 
and weight updating operations.

The filter structure is shown in Fig. 1. It estimates the 
error and the output for every cycle.

The Input signal X (n) is given as

 X(n) = [x(n), x(n−1) . . .x(n–N+1)]T (1)

X(n) is the input sample signal given time ‘k’ and the 
vector ‘T’ transpose.

 The output Y(n)  is

 Y(n) = XT(n) r(n)  (2)

Where r (n) is the coefficient of the filter vector and is 
represented as 

 R(n) = [r0(n), r1(n), r2(n), . . . , r(N – 1)(n)]T      (3)

The LMS algorithm for weight updating according to 
Windrow is 

 R(n + 1) = r(n) + µ(e(n)X(n)) (4)

Where e(n) is the error signal, µ is a parameter for step 
size, which is used to determine the speed and accuracy. 
The error is obtained by the estimated by subtracting the 
required signal and the obtained signal.[45-49] 

The equation can be given as 

 E(n) = R(n) – Y(n) (5)

where R(n) is the required signal. For every sampling 
period, the filter input signal X(n) is fed to the delay, and 
then it is shifted to its right.

In regular FIR filters, the size of the filter increases 
with an increase in multiplexers, adders, coefficients and 
delay elements. For instance, a four tap filter requires four 
multiplexers, three adders, three delay elements with four 
filter coefficients. But with a DA-based FIR filter requires 
only one adder and no multipliers. The operation speed 
improves, and power consumption decreases, and, most 
importantly, a vast area is saved.[50-59]

Here, we discuss the DA-based adaptive filter with 
less delay and less power usage. It is greatly reduced to 
a larger extend by removing. The resultant throughput 
rate is high due to using a carry-save accumulator. The 
carry-save accumulator is replaced in place of the shift 
accumulator.Carry save adder is used to reduce the no. of 
inner multiplications of the sampling period. By using LUT, 
Carry save adders and eliminating multipliers, a substantial 
amount of area is saved, and High Throughput is achieved. 
The operations are performed by using the shift and add 
principle. Further, by replacing by a ripple carry adder, 
the efficiency is increased. 

The rest of the paper contains the following. In the 
further section, we will discuss the adaptive filter using 
DA. The detailed design process of Distributed Arithmetic 
adaptive filter with pipelined structure is discussed. 
Further, the proposed DA-based adaptive filter with carry-
save adder and ripple carry adder—next, the obtained 
synthesis outputs of the existing architectures and proposed 
design in Xilinx ISE tool. Finally, conclusions are given.

ProPosed Models

The proposed provides a Reconfigurable FIR Filter design 
on the Distributed Arithmetic algorithm. It contains a 
feature of reconfigurability in terms of its hardware. This 
feature provides the flexibility to use this design in a wide 
range of filter coefficients which can even change at the 
runtime. The efficiency of the mechanism is improved by 
using the distributed architecture. We can make different 
modifications to this architecture for improved performance. 
When the inner product computations are dominated, we 
use this DA architecture. This architecture has more area and 
power benefits. We must seriously consider DA architecture 
if the performance to cost ratio is critical. Herewith the 
increase in the number of filter coefficients, the need 
of changing the hardware configuration of the circuit is 
eliminated as it is flexible. The FIR filter implemented in 
this design architecture may be applied to any filtering 
application in a communication system.

Distributive Arithmetic (DA) LMS adaptive filter
A standard digital system will require K multiply 

and accumulate (MAC) operations in its design. The Fig.1: Basic adaptive filter
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operation must be faster for larger K values. It is a major 
limitation for the system.[34] Hence we use the distributive 
arithmetic architecture, in which the operation is done 
in bit-serial fashion. In this architecture, the standard 
multipliers are replaced by the memories and the adders. 
It has an efficient mechanism in its operation. It is also 
suitable for time-varying coefficient vectors. This type of 
architecture is implemented to generate the inner product 
multiplication and vector to vector multiplication in limited 
operations. Arithmetic DA gives faster results and higher 
throughput. This type of implementation is an attractive 
option in the digital system.[43]

The DA based adaptive filter structure provided with 
N = 4 length is as shown in above Fig. 2. It has a majorly 
five important blocks; they are 4-point inner prod-uct 
block which is the important block. Next, we have the 
weight updating block for updating the resultant or 
obtained weights to it, control unit block where all control 
operations are performed, error calculation to find the 
error and sign-magnitude controller units for the sign of 
the coefficients. The above block of the four-point inner 
product has the Distributive Arithmetic table, MUX, XOR, 
and the carry-save accumulator, which perform the shift 
accumulation. In the carry-save accumulator, the weight 
vector is given in order of LSB to MSB one after the other. 
The bit slices are usually given the 2’s complement form 
in the MSB. Hence all the lookup tables are fed to the XOR 
gates along with the sign because the output is also in the 
2’s complement form. In the last, all the outputs from the 
XOR gates are added, and the final output is calculated.

The Distributive Arithmetic table has 16 memory units 
such as registers, which can store up to sixteen combinations 

of inner product data, and it is passed as the input to the 
16:1 multiplexer. The 16: 1 multiplexer (MUX) to select the 
values from the registers. The filter coefficients due to 
the feedback from the weight updating block will be given 
as the selection lines to the MUX, and the result which 
comes from the MUX is fed to the unit of the accumulator. 
For sign control, the outputs of MUX are fed to the XOR. 
Using the fast bit clock cycle to the accumulator of the 
carry-save adder, which gives sum and carries, we get a 
high throughput rate. The sum and carry are generated, 
and they are added to get the resultant filter result y(n). 
The output y(n) is then removed from the required signal 
denoted as R(n) to estimate the error value e(n) of the filter. 

In the next block, we have a main block called weight 
increment which contains 4 barrel shifters that performs 
the shifting operation, four adders or the subtract and a 
bit-serial converter in the parallel design. With the barrel 
shifter, we multiply the input signal x(n), and error e(n) is 
done. This obtained updated weight is produced by adding 
or subtracting with its current weight. These weights are 
updated than are fed as the selection lines to 16:1 MUX 
to the inner product unit.

Pipelined Distributive Arithmetic based adaptive 
FIR filter
FIR filter is used in many digital signal processing 
applications. They are used in noise cancellation, 
equalization, speech processing and many different 
types of applications. Many of these applications require 
an FIR filter of higher-order, which contains a huge of 
multipliers and adders, which decreases the efficiency and 
performance of the system. The power and delay is more 
due to these memory blocks. Several design architectures 
are realized for the efficient use of these FIR filters by 
using the Distributive arithmetic architecture and multiple 
constant multiplication (MCM) architecture.

The DA based architecture uses the LUT, which are 
called lookup tables which are used to store the pre-
calculated values in it to reduce the complexity in the 
design. On the other hand, the MCM is used to reduce 
the number of additional operations performed. In the 
basic DA based architecture, it uses bit-serial operation; 
hence we can observe there increase in the delay because 
here, all the values or coefficients are stored in a single 
LUT. So we use parallel DA architecture. In Parallel DA 
architecture, instead of storing these values in a single 
LUT, it gets split into several ROM LUT’s. In this, it performs 
a parallel mechanism that is all the LUT’s are provided 
with different inputs at the same time; thus, it increases 
the speed of the operations; hence we can observe the 
efficiency in the time consumed.

But this structure has a limitation that is the data 
stored in ROM cannot be altered. So it is improvised with 

Fig. 2: Distributive Arithmetic (DA) LMS adaptive filter

Fig. 3: Four-Point inner product block
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a split LUT and some change in the design. Instead of ROM 
for each input, LUT is given with a set of 4 data’s which is 
also a parallel operation. It is a flexible design structure. 
The limitations of this structure are, as the no. of inputs 
gets increased, similarly there an increase in the LUT, thus 
resulting in an increase in hardware usage. We use the 
pipelined distributive arithmetic architecture to remove 
these drawbacks and limitations: In this Distributive 
Arithmetic based adaptive FIR filter, initially, the inner 
products are calculated using the DA table, which contains 
memories and the adder circuit. The method while 
designing the filter depends upon the implementation 
and its specifications. In distributive architecture, we 
use LUTs. LUT simple generates the output based on the 
input. The LUT( Look-Up Tables) to used store to store 
the pre-computed values of filter coefficient for further 
required operations. These are basically used for filtering 
and to update the weight but, it is mostly suitable for 
lower orders.

The inner product of the DA table is shown in Fig. 4. 
Here the x (n + 1) is given as input with the desired length 
here, we denoted as L is passed to the memory block, 
and we get the output as x(n). Next, this x(n) is then fed 

Fig. 4: Distributive Arithmetic table to get  
the sum of input samples

to the memory block to get the x(n – 1) values. Now, the 
input values which are x(n + 1) and x(n) are added and fed 
to the memory block to get x(n) + x(n – 1). In the same 
manner, we get the outputs which are represented as x 
(n – 2), x (n) + x (n – 2), x (n – 1) + x (n– 2)…, and continues 
and finally, these results are fed as input values to the 
16:1 MUX as the selection lines.

The DA table output requires 15 registers and seven 
adders for its implementation. These registers take 
up more area and also consume huge power during its 
operation. To remove this limitation, we implemented a 
pipelined DA table, as given in Fig.  5.

For the DA table (Fig. 5) design, rather than passing 
the x(n + 1) input values to the adders and memories, we 
fed the previously obtained register samples as feedback 
to the input values to the adder to get similar properties. 
With its implementation, the DA table’s inner product is 
obtained with four delays and ten adders. Thus reducing 
the table to eleven registers. Here, we the pipelining 
concept by using the delay elements. It helps to develop 
the overall speed of the system. The adders are increased 
to three. By implementing this proposed structure, 
the area of the DA-based adaptive filter can be greatly 
reduced. The adders in the above circuit can be replaced 
by the carry-save adder to reduce the area and decrease 
the computational time. 

The carry-save adder has faster addition logic and 
reduces the propagation time or delay in the system. We 
can also use the ripple carry adder for better efficiency. 
In the proposed architecture, the no. of registered users 
is reduced so, the speed and the performance increases. 
The proposed design executes more no. of outputs 
for each cycle when it is estimated with the existing 
designs structures. The area utilized by the proposed DA 
architecture is very minimum it is when compared with 
the proposed design architecture.

sIMulAtIon results

Existing Method using CSA
The performance of the proposed architectures has been 
substantially validated through their implementations on 

Fig. 5: DA table for the pipelined Distributive  
Arithmetic FIR Filter Fig. 6: Simulation output of existing model using CSA
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the Xilinx platform. A detailed comparison of the design 
metrics with the existing methods is also presented. 
If the performance to cost ratio is critical then, then 
it is preferred to use the DA architecture. It is mostly 
recommended when the inner product computations are 
dominant.

Proposed Method using CSA
The results exhibit the important characteristics of 
architecture given their performance and the selection 
of a better architecture for an application based on the 
modern digital technology era requirements Fig. 7).

VAlIdAtIon of the ProPosed Models

Table 1 shows the comparison between the existing model 
using CSA and the existing model using RCA, and we can 
observe using RCA is more efficient in many parameters. 
Similarly, we can observe the comparison between CSA 
and RCA using the proposed model. These both are more 
efficient when compared with the existing models.

conclusIon

We have implemented the pipelined Distributive 
Arithmetic based adaptive FIR filter for the low area, 
large throughput, and less power using the carry-save 
adder and ripple carry adder. The faster clock pulse is 
passed to the carry-save adder present in the accumulator 
unit; then, the throughput value is increased. It can be 
replaced by a ripple carry adder for better efficiency. 
A-based FIR filter with the carry-save adder and a modified 

left shift accumulator is developed, giving a higher speed 
and significant reduction in the area. For high-speed 
applications, the carry-save adders are considered a better 
choice than using the ripple carry adder. The proposed 
architecture has 14% less in power and 30% less in area 
when compared to the existing model. 

The Distributed Arithmetic (DA) based method is 
more preferable since it removes the purpose of the 
large hardware multipliers and is able to execute large 
filters with a high throughput rate. The most widely used 
design metrics to quantify the performance of an FIR 
filter are high throughput/speed (maximum frequency), 
area (occupied slices), Latency (clock cycles), and power 
(milliwatts). In this dissertation, an earnest effort has been 
made to design FIR filter architectures using DA with the 
goal of minimizing the area delay complexity and improve 
efficiency. The modified shift accumulator composed of 
pipelined bit-serial adders such as carry-save adder, ripple 
carry adder reduces the critical path, thereby yielding a 
higher speed of operation with a small escalation in the 
number of occupied slices. This research work is further 
extended to develop a new architecture for a high-speed 
FIR filter, with linear rows of processing elements and a 
new pipelined shift accumulator tree that results in low 
latency and fewer hardware resources.

references

[1] Kannan, L. Mohana, “A Design of Low Power and Area ef-
ficient FIR Filter using Modified Carry save Accumulator 
Method,” Turkish J. Com. Math. Edu. (TURCOMAT), vol. 
12, no. 7 , 2021, pp. 1735-1750.

[2] Nalajala Lakshman Pratap, Rajeev Ratna Vallabhuni, K. Ra-
mesh Babu, K. Sravani, Bhagyanagar Krishna Kumar, Ango-
thu Srikanth, Pijush Dutta, Swarajya Lakshmi V Papineni, 
Nupur Biswas, K.V.S.N.Sai Krishna Mohan, “A Novel Method 
of Effective Sentiment Analysis System by Improved Rele-
vance Vector Machine,” Australian Patent AU 2020104414. 
31 Dec. 2020

[3] S.V.S Prasad, Chandra Shaker Pittala, V. Vijay, and Rajeev 
Ratna Vallabhuni, “Complex Filter Design for Bluetooth 
Receiver Application,” In 2021 6th International Confer-
ence on Communication and Electronics Systems (ICCES), 
Coimbatore, India, July 8-10, 2021, pp. 442-446.

Fig. 7: Simulation output of proposed model using CSA.

Table 1: Comparative Validation of Proposed Model With Existing Standard Designs  Using CSA and RSA

Parameters
Existing Model
Using Csa

Existing Model
Using Rca

Proposed Model Using 
Csa

Proposed Model Using 
Rca

No. of the slice registers 203 38 38 35

No.  of slice LUT’s 242 249 249 172

No. of fully used LUT-FF pairs 138 32 32 32

No. of bonded IOBs 145 1 45 145 145

No. of BUFS/BUFGCTRLs 1 1 1 1

Time delay 4.239ns 1.393ns 1.393ns 0.543ns



Nabeel Al-Yateem, et al. : Digital Filter based Adder Module Realization High-Speed Switching Functions

13Journal of VLSI circuits and systems, , ISSN 2582-1458 

[4] Chandra Shaker Pittala, J. Sravana, G. Ajitha, P. Saritha, 
Mohammad Khadir, V. Vijay, S. China Venkateswarlu, Ra-
jeev Ratna Vallabhuni, “Novel Methodology to Validate 
DUTs Using Single Access Structure,” 5th International 
Conference on Electronics, Materials Engineering and Na-
no-Technology (IEMENTech 2021), Kolkata, India, Septem-
ber 24-25, 2021, pp. 1-5.

[5] Chandra Shaker Pittala, M. Lavanya, V. Vijay, Y.V.J.C. Red-
dy, S. China Venkateswarlu, Rajeev Ratna Vallabhuni, “En-
ergy Efficient Decoder Circuit Using Source Biasing Tech-
nique in CNTFET Technology,” 2021 Devices for Integrated 
Circuit (DevIC), Kalyani, India, May 19-20, 2021, pp. 610-
615.

[6] Chandra Shaker Pittala, M. Lavanya, M. Saritha, V. Vijay, S. 
China Venkateswarlu, Rajeev Ratna Vallabhuni,  “Biasing 
Techniques: Validation of 3 to 8 Decoder Modules Using 
18nm FinFET Nodes,” 2021 2nd International Conference 
for Emerging Technology (INCET), Belagavi, India, May 
21–23, 2021, pp. 1-4.

[7] P. Ashok Babu, V. Siva Nagaraju, Ramya Mariserla, and Ra-
jeev Ratna Vallabhuni, “Realization of 8 x 4 Barrel shifter 
with 4-bit binary to Gray converter using FinFET for Low 
Power Digital Applications,” Journal of Physics: Confer-
ence Series, vol. 1714, no. 1, p. 012028. IOP Publishing. 
doi:10.1088/1742-6596/1714/1/012028

[8] Vallabhuni Vijay, C. V. Sai Kumar Reddy, Chandra Shaker 
Pittala, Rajeev Ratna Vallabhuni, M. Saritha, M. Lavan-
ya, S. China Venkateswarlu and M. Sreevani, “ECG Per-
formance Validation Using Operational Transconductance 
Amplifier with Bias Current,” International Journal of Sys-
tem Assurance Engineering and Management, vol. 12, iss. 
6, 2021, pp. 1173-1179.

[9] Vallabhuni, Rajeev Ratna, M. Saritha, Sruthi Chikkapal-
ly, Vallabhuni Vijay, Chandra Shaker Pittala, and Sadulla 
Shaik, “Universal Shift Register Designed at Low Supply 
Voltages in 15 nm CNTFET Using Multiplexer,” In Interna-
tional Conference on Emerging Applications of Information 
Technology, pp. 597-605. Springer, Singapore, 2021.

[10] B. M. S. Rani, Vallabhuni Rajeev Ratna, V. Prasanna Sri-
nivasan, S. Thenmalar, and R. Kanimozhi, “Disease pre-
diction based retinal segmentation using bi-directional 
ConvLSTMU-Net,” Journal of Ambient Intelligence and 
Humanized Computing, 2021, pp. 1-10. https://doi.
org/10.1007/s12652-021-03017-y

[11] Rajeev Ratna Vallabhuni, A. Karthik, CH. V. Sai Kumar, 
B. Varun, P. Veerendra, and Srisailam Nayak, “Compara-
tive Analysis of 8-Bit Manchester Carry Chain Adder Us-
ing FinFET at 18nm Technology,” 2020 3rd International 
Conference on Intelligent Sustainable Systems (ICISS), 
Thoothukudi, India, 2020, pp. 1579-1583, doi: 10.1109/
ICISS49785.2020.9316061.

[12] R. R. Vallabhuni, P. Shruthi, G. Kavya and S. Siri Chandana, 
“6Transistor SRAM Cell designed using 18nm FinFET Tech-
nology,” 2020 3rd International Conference on Intelligent 
Sustainable Systems (ICISS), Thoothukudi, India, 2020, pp. 
1584-1589, doi: 10.1109/ICISS49785.2020.9315929.

[13] Rajeev Ratna Vallabhuni, J. Sravana, M. Saikumar, M. Sai 
Sriharsha, and D. Roja Rani, “An advanced computing ar-
chitecture for binary to thermometer decoder using 18nm 
FinFET,” 2020 Third International Conference on Smart 

Systems and Inventive Technology (ICSSIT), Tirunelveli, In-
dia, 20-22 August, 2020, pp. 510–515.

[14] Rajeev Ratna Vallabhuni, K.C. Koteswaramma, B. Sadgurb-
abu, and Gowthamireddy A, “Comparative Validation of 
SRAM Cells Designed using 18nm FinFET for Memory Storing 
Applications,” Proceedings of the 2nd International Con-
ference on IoT, Social, Mobile, Analytics & Cloud in Compu-
tational Vision & Bio-Engineering (ISMAC-CVB 2020), 2020, 
pp. 1-10.

[15] Rajeev Ratna Vallabhuni, Jujavarapu Sravana, Chandra 
Shaker Pittala, Mikkili Divya, B.M.S.Rani, and Vallabhuni 
Vijcaay, “Universal Shift Register Designed at Low Supply 
Voltages in 20nm FinFET Using Multiplexer,” In Intelligent 
Sustainable Systems, pp. 203-212. Springer, Singapore, 
2022.

[16] V. Siva Nagaraju, Rapaka Anusha, and Rajeev Ratna Val-
labhuni, “A Hybrid PAPR Reduction Technique in OFDM 
Systems,” 2020 IEEE International Women in Engineering 
(WIE) Conference on Electrical and Computer Engineering 
(WIECON-ECE), Bhubaneswar, India, 26-27 Dec. 2020, pp. 
364-367.

[17] V. Siva Nagaraju, P. Ashok babu, B. Sadgurbabu, and Ra-
jeev Ratna Vallabhuni, “Design and Implementation of Low 
power FinFET based Compressor,” 2021 3rd International 
Conference on Signal Processing and Communication (ICP-
SC), Coimbatore, India, 13-14 May 2021, pp. 532-536.

[18] P. Ashok Babu, V. Siva Nagaraju, and Rajeev Ratna Val-
labhuni, “Speech Emotion Recognition System With Libro-
sa,” 2021 10th IEEE International Conference on Communi-
cation Systems and Network Technologies (CSNT), Bhopal, 
India, 18-19 June 2021, pp. 421-424.

[19] P. Ashok Babu, V. Siva Nagaraju, and Rajeev Ratna Val-
labhuni, “8-Bit Carry Look Ahead Adder Using MGDI Tech-
nique,” IoT and Analytics for Sensor Networks, Springer, 
Singapore, 2022, pp. 243-253.

[20] Dr. S. Selvakanmani, Mr. Rajeev Ratna Vallabhuni, Ms. B. 
Usha Rani, Ms. A. Praneetha, Dr. Urlam Devee Prasan, Dr. 
Gali Nageswara Rao, Ms. Keerthika. K, Dr. Tarun Kumar, 
Dr. R. Senthil Kumaran, Mr. Prabakaran.D, “A Novel Global 
Secure Management System with Smart Card for IoT and 
Cloud Computing,” The Patent Office Journal No. 06/2021, 
India. International classification: H04L29/08. Application 
No. 202141000635 A.

[21] P. Chandra Shaker, V. Parameswaran, M. Srikanth, V. Vijay, 
V. Siva Nagaraju, S.C. Venkateswarlu, Sadulla Shaik, and 
Vallabhuni Rajeev Ratna, “Realization and Comparative 
analysis of Thermometer code based 4-Bit Encoder using 
18nm FinFET Technology for Analog to Digital Converters,” 
In: Reddy V.S., Prasad V.K., Wang J., Reddy K.T.V. (eds) 
Soft Computing and Signal Processing. Advances in Intel-
ligent Systems and Computing, vol 1325. Springer, Singa-
pore. https://doi.org/10.1007/978-981-33-6912-2_50

[22] Rajeev Ratna Vallabhuni, G. Yamini, T. Vinitha, and S. San-
ath Reddy, “Performance analysis: D-Latch modules de-
signed using 18nm FinFET Technology,” 2020 Internation-
al Conference on Smart Electronics and Communication 
(ICOSEC), Tholurpatti, India, 10-12, September 2020, pp. 
1171–1176.

[23] S. China Venkateswarlu, N. Uday Kumar, D. Veeraswamy, 
and Vallabhuni Vijay, “Speech Intelligibility Quality in 



Nabeel Al-Yateem, et al. : Digital Filter based Adder Module Realization High-Speed Switching Functions

Journal of VLSI circuits and systems, , ISSN 2582-1458 14

Telugu Speech Patterns Using a Wavelet-Based Hybrid 
Threshold Transform Method,” International Conference 
on Intelligent Systems & Sustainable Computing (ICISSC 
2021), Hyderabad, India, September 24-25, 2021.

[24] Ch. Srivalli, S. Niranjan reddy, V. Vijay, J. Pratibha, “Low 
power based optimal design for FPGA implemented VMFU 
with equipped SPST technique,” National Conference 
on Emerging Trends in Engineering Application (NCE-
TEA-2011), India, June 18, 2011, pp. 224-227.

[25] S. China Venkateswarlu, Ch. Sashi Kiran, R.V. Santhosh 
Nayan, Vijay Vallabhuni, P. Ashok Babu, V. Siva Nagaraju, 
“Artificial Intelligence Based Smart Home Automation Sys-
tem Using Internet of Things,” The Patent Office Journal 
No. 09/2021, India. Application No. 202041057023 A.

[26] Bandi Mary Sowbhagya Rani, Vasumathi Devi Majety, Chandra 
Shaker Pittala, Vallabhuni Vijay, Kanumalli Satya Sandeep, 
Siripuri Kiran, “Road Identification Through Efficient Edge 
Segmentation Based on Morphological Operations,” Traite-
ment du Signal, vol. 38, no. 5, Oct. 2021, pp. 1503-1508.

[27] Ch. Srivalli, S. Niranjan reddy, V. Vijay, J. Pratibha, “Op-
timal design of VLSI implemented Viterbi decoding,” Na-
tional conference on Recent Advances in Communications 
& Energy Systems, (RACES-2011), Vadlamudi, India, De-
cember 5, 2011, pp. 67-71.

[28] Katikala Hima Bindu, Sadulla Shaik, V. Vijay, “FINFET 
Technology in Biomedical-Cochlear Implant Application,” 
International Web Conference on Innovations in Communi-
cation and Computing, ICICC ‘20, India, October 5, 2020.

[29] V. Vijay, J. Prathiba, S. Niranjan Reddy, V. Raghavendra 
Rao, “Energy efficient CMOS Full-Adder Designed with 
TSMC 0.18μm Technology,” International Conference on 
Technology and Management (ICTM-2011), Hyderabad, In-
dia, June 8-10, 2011, pp. 356-361.

[30] Rani, B.M.S, Divyasree Mikkili, Rajeev Ratna Vallabhuni, 
Chandra Shaker Pittala, Vijay Vallabhuni, Suneetha Bob-
billapati, and Bhavani Naga Prasanna, H., “Retinal Vascu-
lar Disease Detection from Retinal Fundus Images Using 
Machine Learning,” Australian Patent AU 2020101450. 12 
Aug. 2020.

[31] Rajeev Ratna Vallabhuni, D.V.L. Sravya, M. Sree Shalini, and 
G. Uma Maheshwararao, “Design of Comparator using 18nm 
FinFET Technology for Analog to Digital Converters,” 2020 
7th International Conference on Smart Structures and Sys-
tems (ICSSS), Chennai, India, 23-24 july, 2020, pp. 318–323.

[32] Vallabhuni Rajeev Ratna, M. Saritha, Saipreethi. N, V. Vi-
jay, P. Chandra Shaker, M. Divya, and Shaik Sadulla, “High 
Speed Energy Efficient Multiplier Using 20nm FinFET Tech-
nology,” Proceedings of the International Conference on 
IoT Based Control Networks and Intelligent Systems (ICIC-
NIS 2020), Palai, India, December 10-11, 2020, pp. 434-443. 
Available at SSRN: https://ssrn.com/abstract=3769235 or 
http://dx.doi.org/10.2139/ssrn.3769235

[33] Rajeev Ratna Vallabhuni, S. Lakshmanachari, G. Avan-
thi, and Vallabhuni Vijay, “Smart Cart Shopping System 
with an RFID Interface for Human Assistance,” 2020 3rd 
International Conference on Intelligent Sustainable Sys-
tems (ICISS), Thoothukudi, India, 2020, pp. 165-169, doi: 
10.1109/ICISS49785.2020.9316102.

[34] Saritha, M., Kancharapu Chaitanya, Vallabhuni Vijay, Adam 
Aishwarya, Hasmitha Yadav, and G. Durga Prasad, “Adap-

tive And Recursive Vedic Karatsuba Multiplier Using Non 
Linear Carry Select Adder,” Journal of VLSI circuits and 
systems, vol. 4, no. 2, 2022, pp. 22-29.

[35] Vijay, Vallabhuni, Kancharapu Chaitanya, Chandra Shaker 
Pittala, S. Susri Susmitha, J. Tanusha, S. China Venkatesh-
warlu, and Rajeev Ratna Vallabhuni, “Physically Unclon-
able Functions Using Two-Level Finite State Machine,” 
Journal of VLSI circuits and systems, vol. 4, no. 01, 2022, 
pp. 33-41.

[36] Vijay, Vallabhuni, M. Sreevani, E. Mani Rekha, K. Moses, 
Chandra S. Pittala, KA Sadulla Shaik, C. Koteshwaramma, 
R. Jashwanth Sai, and Rajeev R. Vallabhuni, “A Review 
On N-Bit Ripple-Carry Adder, Carry-Select Adder And Car-
ry-Skip Adder,” Journal of VLSI circuits and systems, vol. 4, 
no. 01, 2022, pp. 27-32.

[37] Vijay, Vallabhuni, Chandra S. Pittala, A. Usha Rani, Sadulla 
Shaik, M. V. Saranya, B. Vinod Kumar, RES Praveen Kumar, 
and Rajeev R. Vallabhuni, “Implementation of Fundamental 
Modules Using Quantum Dot Cellular Automata,” Journal of 
VLSI circuits and systems, vol.  4, no. 01, 2022, pp. 12-19.

[38] Vijay, Vallabhuni, Chandra S. Pittala, K. C. Koteshwaram-
ma, A. Sadulla Shaik, Kancharapu Chaitanya, Shiva G. Bir-
ru, Soma R. Medapalli, and Varun R. Thoranala, “Design of 
Unbalanced Ternary Logic Gates and Arithmetic Circuits,” 
Journal of VLSI circuits and systems, vol.  4, no. 01, 2022, 
pp. 20-26.

[39] Chandra Shaker Pittala, Rajeev Ratna Vallabhuni, Val-
labhuni Vijay, Usha Rani Anam, Kancharapu Chaitanya, 
“Numerical analysis of various plasmonic MIM/MDM slot 
waveguide structures,” International Journal of System 
Assurance Engineering and Management, 2022.

[40] M. Saritha, M. Lavanya, G. Ajitha, Mulinti Narendra Reddy, 
P. Annapurna, M. Sreevani, S. Swathi, S. Sushma, Vallabhu-
ni Vijay, “A VLSI design of clock gated technique based 
ADC lock-in amplifier,” International Journal of System 
Assurance Engineering and Management, 2022, pp. 1-8. 
https://doi.org/10.1007/s13198-022-01747-6

[41] Chandra Shaker Pittala, Vallabhuni Vijay, B. Naresh Kumar 
Reddy, “1-Bit FinFET Carry Cells for Low Voltage High-
Speed Digital Signal Processing Applications,” Silicon, 
2022. https://doi.org/10.1007/s12633-022-02016-8.

[42] Vallabhuni Vijay, Kancharapu Chaitanya, T. Sai Jaideep, D. 
Radha Krishna Koushik, B. Sai Venumadhav, Rajeev Rat-
na Vallabhuni, “Design of Optimum Multiplexer In Quan-
tum-Dot Cellular Automata,” International Conference 
on Innovative Computing, Intelligent Communication and 
Smart Electrical systems (ICSES -2021), Chennai, India, 
September 24-25, 2021.

[43] Vallabhuni Vijay, Pittala Chandra shekar, Shaik Sadulla, 
Putta Manoja, Rallabhandy Abhinaya, Merugu rachana, 
and Nakka nikhil, “Design and performance evaluation of 
energy efficient 8-bit ALU at ultra low supply voltages us-
ing FinFET with 20nm Technology,” VLSI Architecture for 
Signal, Speech, and Image Processing, edited by Durgesh 
Nandan, Basant Kumar Mohanty, Sanjeev Kumar, Rajeev 
Kumar Arya, CRC press, 2021.

[44] Vallabhuni Vijay, and Avireni Srinivasulu, “A Novel Square 
Wave Generator Using Second Generation Differential Cur-
rent Conveyor,” Arabian Journal for Science and Engineer-
ing, vol. 42, iss. 12, 2017, pp. 4983–4990.


